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Abstract: 

In this paper, the emergence of the internet, billions of websites were created, which made it hard for the average user to 

extract useful information from the web efficiently for a specific search. For resolving a problem we can make exact information 

search system. In this system admin can upload the data’s and also mention the important words are as keywords. If users search 

some information, first we can separate as individual keywords that can compare with the uploaded files keywords to finds the 

exact matching information. And also it have some symbolic meaning to symbols (+, - etc...) if we specify (+) between words it 

add the information if we specify (-) between words it eliminates that specific information. According to this we can make a 

search process easily and also make an accuracy results to the users. 
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1. Introduction: 

Text mining is the discovery of interesting knowledge in text documents. It is challenging issue to find accurate 

knowledge in text documents to help users to find what they want. Many applications, such as market analysis and business 

management, can benefit by the use of the information and knowledge extracted from a large amount of data. Knowledge 

discovery can be effectively use and update discovered patterns and apply it to field of text mining. Data mining is therefore an 

essential step in the process of knowledge discovery in databases, which means data mining is having all methods of knowledge 

discovery process and presenting modeling phase that is application of methods and algorithm for calculation of search pattern or 

models. In the past decade, a significant number of data mining techniques have been presented in order to perform different 

knowledge tasks. These techniques include association rule mining, frequent item set mining, sequential pattern mining, maximum 

pattern mining and closed pattern mining. Most of them are proposed for the purpose of developing efficient mining algorithms to 

find particular patterns within a reasonable and acceptable time frame. With a large number of patterns generated by using the data 

mining approaches, how to effectively exploit these patterns is still an open research issue. Text mining is the technique that helps 

users find useful information from a large amount of digital text data. It is therefore crucial that a good text mining model should 

retrieve the information that users require with relevant efficiency. Traditional Information Retrieval (IR) has the same objective 

of automatically retrieving as many relevant documents as possible whilst filtering out irrelevant documents at the same time. 

However, IR-based systems do not adequately provide users with what they really need. Many text mining methods have been 

developed in order to achieve the goal of retrieving for information for users. We focus on the development of a knowledge 

discovery model to effectively use and update the discovered patterns and apply it to the field of text mining. 

2. Related Work: 

Fast Algorithms for Mining Association Rules: 

In this paper consider the problem of discovering association rules between items in a large database of sales 

transactions. We present two new algorithms for solving the problem that are fundamentally different from the known algorithms. 

Empirical evaluation shows that these algorithms outperform the known algorithms by factors ranging from three for small 

problems to more than an order of magnitude for large problems. We also show how the best features of the two proposed 

algorithms can be combined into a hybrid algorithm, called Apriori Hybrid. Scale-up experiments show that Apriori Hybrid scales 

linearly with the number of transactions. Apriori Hybrid also has excellent scale-up properties with respect to the transaction size 

and the number of items in the database 

Applying Data Mining Techniques for Descriptive Phrase Extraction in Digital Document Collections: 

Traditionally, texts have been analyzed using various information retrieval related methods, such as full-text analysis, 

and natural language processing. However, only few examples of data mining in text, particularly in full text, are available. In this 

paper we show that general data mining methods are applicable to text analysis tasks such as descriptive phrase extraction. 

Moreover, we present a general framework for text mining. The framework follows the general knowledge discovery process, thus 

containing steps from preprocessing to the utilization of the results. The data mining method that we apply is based on generalized 

episodes and episode rules. We give concrete examples of how to preprocess texts based on the intended use of the discovered 

results and we introduce a weighting scheme that helps in pruning out redundant or non-descriptive phrases. We also present 

results from real-life data experiments. 

Kernel Methods for Document Filtering: 

This paper describes the algorithms implemented by the KerMIT consortium for its participation in the Trec 2002 

Filtering track. The consortium submitted runs for the routing task using a linear SVM, for the batch task using the same SVM in 

combination with an innovation threshold-selection mechanism, and for the adaptive task using both a second-order perceptron 

and a combination of SVM and perceptron with uneven margin. Results seem to indicate that these algorithm performed relatively 
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well on the extensive TREC benchmark. 

Statistical Phrases in Automated Text Categorization: 

In this work we investigate the usefulness of n-grams for document indexing in text categorization (TC). We call n-gram 

a set t k of n word stems, and we say that t k occurs in a document d j when a sequence of words appears in d j that, after stop 

word removal and stemming, consists exactly of then stems in t k , in some order. Previous researches have investigated the use of 

n-grams (or some variant of them) in the context of specific learning algorithms, and thus have not obtained general answers on 

their usefulness for TC. In this work we investigate the usefulness of n-grams in TC independently of any specific learning 

algorithm. We do so by applying feature selection to the pool of all #-grams (# # n), and checking how many n-grams score high 

enough to be selected in the top # #-grams. We report the results of our experiments, using several feature selection functions and 

varying values of #, performed on the Reuters-21578 standard TC benchmark. We also report results of making actual use of the 

selected n-grams in the context of a linear classifier induced by means of the Rocchio method. 

UnderstandingandImprovingPersonalFileRetrievalPersonalfileretrieval - the task of locating and opening files on a 

computer - is a common task for all computer users. A range of interfaces are available to assist users in retrieving files, such as 

navigation with in a file browser, search interfaces and recent items lists. This thesis examines two broad goals in file retrieval: 

understanding current file retrieval behaviour, and improving file retrieval by designing improved user interfaces. A thorough 

understanding of current file retrieval behaviour is important to the design of any improved retrieval tools, however there has been 

surprisingly little research about the ways in which users interact with common file retrieval tools. To address this, this thesis 

describes a longitudinal field study that logs participants’ file retrieval behaviour across a range of methods, using a specially 

developed logging tool called File Monitor. Results confirm findings from previous research that search are used as a method of 

last resort, while providing new results characterizing file retrieval. These include analyses of revisitation behaviour, file browser 

window reuse, and interactions between retrieval methods, as well as detailed characterizations of the use of navigation and 

search. 

Data Mining for Web Intelligence: 

Through the billions of Web pages created with HTML and XML, or generated dynamically by underlying Web database 

service engines, the Web captures almost all aspects of human endeavor and provides a fertile ground for data mining. However, 

searching, comprehending, and using the semi structured information stored on the Web poses a significant challenge because this 

data is more sophisticated and dynamic than the information that commercial database systems store. To supplement keyword-

based indexing, which forms the cornerstone for Web search engines; researchers have applied data mining to Web-page ranking. 

In this context, data mining helps Web search engines find high-quality Web pages1 and enhances Web click stream analysis. For 

the Web to reach its full potential, however, we must improve its services, make it more comprehensible, and increase its 

usability. As researchers continue to develop data mining techniques, we believe this technology will play an increasingly 

important role in meeting the challenges of developing the intelligent Web. 

Mining Frequent Patterns without Candidate Generation: 

Mining frequent patterns in transaction databases, time series databases, and many other kinds of databases has been 

studied popularly in data mining research. Most of the previous studies adopt an Apriori-like candidate set generation-and-test 

approach. However, candidate set generation is still costly, especially when there exist prolic patterns and/or long patterns. In this 

study, we propose a novel frequent pattern tree (FP-tree) structure, which is an extended prextree structure for storing compressed, 

crucial information about frequent patterns, and develop an efficient FP-tree based mining method, FP-growth, for mining the 

complete set of frequent patterns by pattern fragment growth. affiance of mining is achieved with three techniques: (1) a large 

database is compressed into a highly condensed, much smaller data structure, which avoids costly, repeated database scans, (2) 

our FP-tree-based mining adopts a pattern fragment growth method to avoid the costly generation of a large number of candidate 

sets, and (3) a partitioning-based, divide-and-conquer method is used to decompose the mining task into a set of smaller tasks for 

mining conned patterns in conditional databases, which dramatically reduces the search space. Our performance study shows that 

the FP-growth method is scalable for mining both long and short frequent patterns, and is about an order of magnitude faster than 

the Apriori algorithm and also faster than some recently reported new frequent pattern mining methods 

Mining sequential patterns using graph search techniques: 

Sequential patterns discovery had emerged as an important problem in data mining. In this paper, we propose an effective 

GST algorithm for mining sequential patterns in a large transaction database. Different from the apriori-like algorithms, the GST 

algorithm can out of order find large k-sequences (k >= 3);i.e., we can find large k-sequences not directly through large (k-1)-

sequences. This leads to that our algorithm has much better performance than the Apriori-like algorithms. Besides, we also 

propose the method to find new sequential patterns by scanning only new transactions since the database was increased. Through 

several comprehensive experiments, the GST algorithm gains a significant performance improvement over the Apriori-like 

algorithms. Also we found as long as the ratio of the items purchased in new transactions is always much better than scanning the 

entire database. 

Identifying Comparative Sentences in Text Documents: 

This paper studies the problem of identifying comparative sentences in text documents. The problem is related to but 

quite different from sentiment/opinion sentence identification or classification. Sentiment classification studies the problem of 

classifying a document or a sentence based on the subjective opinion of the author. An important application area of 

sentiment/opinion identification is business intelligence as a product manufacturer always wants to know consumers’ opinions on 

its products. Comparisons on the other hand can be subjective or objective. Furthermore, a comparison is not concerned with an 

object in isolation. Instead, it compares the object with others. An example opinion sentence is “the sound quality of CD player X 

is poor”. An example comparative sentence is “the sound quality of CD player X is not as good as that of CD player Y”. Clearly, 

these two sentences give different information. Their language constructs are quite different too. Identifying comparative 

sentences is also useful in practice because direct comparisons are perhaps one of the most convincing ways of evaluation, which 

may even be more important than opinions on each individual object. This paper proposes to study the comparative sentence 
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identification problem. It first categorizes comparative sentences into different types, and then presents a novel integrated pattern 

discovery and supervised learning approach to identifying comparative sentences from text documents. Experiment results using 

three types of documents, news articles, consumer reviews of products, and Internet forum postings, show a precision of 79% and 

recall of 81%. More detailed results are given in the paper. 

A Probabilistic Analysis of the ROCCHIO Algorithm with TFIDF for Text Categorization: 

The Rocchio relevance feedback algorithm is one of the most popular and widely applied learning methods from 

information retrieval. Here, a probabilistic analysis of this algorithm is presented in a text categorization framework. The analysis 

gives theoretical insight into the heuristics used in the Rocchio algorithm, particularly the word weighting scheme and the 

similarity metric. It also suggests improvements which lead to a probabilistic variant of the Rocchio classier. The Rocchio classier, 

its probabilistic variant, and a naive Ba yes classier are compared on six text categorization tasks. The results show that the 

probabilistic algorithms are preferable to the heuristic Rocchio classier not only because they are more well-founded, but also 

because they achieve better performance 

3. Effective Pattern Discovery for Text Mining: 

String Identification Techniques form a structured data on data mining techniques. This system introduces a notion of 

search pattern privacy, which gives a measure of security against the leakage from trapdoor. We have shown that our scheme is 

secure under search pattern ineffective definition. 

Login Module: 

Here admin has to login by using their unique username and password. Admin is the only authorized person to access this 

module for security purpose. So other users don’t get rights to access this module for their purpose. 

Registration Module: 

In this module, user can register the details and get unique username and password. Using this user can login to the 

system each time. And also have facility if the user forgot the password we can change the password using any personal queries. 

Admin Module: 

Here admin can upload the data for user. Admin has the authority to upload the useful information and mention some 

important words as keywords. These keywords helps user to get exact information from the server. 

Search Module: 

In this module user can search data which admin has uploaded. The search module helps user to extract useful 

information from web efficiently for the specific search. The data’s will be available relevant to the user’s search. 

Separate Module: 

This module helps user to search some information and separate as individual keywords that can compare with the 

uploaded files keywords to finds the exact information. This module contains some symbolic meaning, if we specify (+) symbol 

between words, it add the information. If we specify (-), it eliminates specific information. 

 
Figure 1: Workflow 

4. Experimental Results: 

Text mining process can work with unstructured or semi-structured data to convert numerical values which can be better 

solution for structured data on data mining techniques, to improve the effectiveness of using and updating discovered patterns for 

finding relevant and filtering information. 
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Figure 2: Data Set 

 
Figure 3: Efficiency 

5. Conclusion: 

In this paper, we proposed the Hidden pattern filter sorting techniques uses the context variable in pattern mining (feature 

extraction) and to eliminate the candidate generation is proposed. This paper mainly focused on developing the effective mining 

algorithms for discovering patterns from large volume of data. To improve the effectiveness of using and updating discovered 

patterns for finding relevant and filtering information. The experimental results improve the performance and specific file filtering 

through user indexing search method. In our future work we will investigate better means of exploration of long patterns and look 

at more diverse kinds of texts, especially large collections of text where a two level hierarchy may not be sufficient. We will also 

support the filtering of patterns by their usage trend over time. Metrics can be defined to characterize frequency distributions 

associated with each pattern and identify that are increasing, decreasing, showing spikes or gaps, etc. Finally, we have focused 

here on patterns of repetitions; other features can be extracted from the text (e.g. name entities, part of speech patterns) and 

explored in a similar fashion. 
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