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Abstract:

Text summarization is the process of extracting the relevant information from a source text keeps the
significant information. Mainly two types of text summarization methods such as abstractive and extractive. The
extractive summarization ranks all sentences and high scored sentences are selected as summary. The
abstractive summarization understands the content of a document and re-state in few words. This paper
discusses about various text summarization methods followed by the Indian languages. The existing algorithms
are explained and then the merits and demerits are discussed. This paper also investigates which method is
suitable for summarizing documents in Indian languages.
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1. Introduction:

The new era of digital world abundance of text materials are available in Internet in any topic. The

developments of Natural Language Processing many documents are available in Natural Languages. Read
every page and find the relevant information takes lot of time and effort. At the same time text summarizers
generate summary of a text within a limited time. So user can recognize whether it is relevant or not.
Text summarization is a technique that creates summary of a text. The summarization systems begin in early
1950s. The earlier works are focused on word frequency and phrase frequency. Then different machine learning
algorithms are used for text summarization. Now the statistical, algebraic methods and language processing
tools are used for create a summary.

Mainly two types of text summarization such as extractive and abstractive. Extractive summarization
extracts the important topics and creates a subset of main text. Abstractive summarization generates a new text
from the source text. Linguistics techniques and theories are required for summarization. Today most of the
systems follow the extractive based summarization. The extractive summarization systems require less memory
space and easy implement. Microsoft word auto summarizer is an example of simple extractive based
summarizer.

The rest of the paper is organized as follows. Section2 describes the various algorithms used by the
Indian languages. Section 3 describes the merits and demerits of various algorithms. Section 4 shows the
comparative study of various models. Finally Section 5 describes the conclusion of the results.

2. Text Summarizer for Indian Languages:

Numerous automatic text summarization systems are available in all languages especially in English
and other foreign languages. The Indian languages, summarization models are very few. Some of the text
summarizer for Indian languages is discussed below.

2.1 Auto Summarizer for Urdu [1]: The authors proposed a simple sentence scoring algorithm to rank the
sentences.
Algorithm:

v Step 1: Calculate total words within the document.

v Step 2: Remove the stop words from the input text

v Step 3: Calculate the content words in each sentence.

Content words=Total words-Stop words

v/ Step 4: Calculate the sentence weight
Sentence weight= (Content words/Total words) *100
Sort the sentences.
Generate the summary
2.2 Auto Summarizer for Panjabi [2]: Numerous algorithms are used for Punjabi text summarization. The
summarizer systems follow abstractive and extractive methods. The abstractive method requires the linguistics
tools for recognize the source document. Named Entity Recognizer, WordNet, Semantic Parser etc are required
for summarization. The extractive based summarization use simple sentence weight learning method.
Algorithm simple sentence weight learning method:

v Step 1: Split the text into sentences and words.

v
v
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v Step 2: Find the number of words in each sentence
v Step 3: Find the number of words in maximum lengthy sentence
v’ Step 4: Calculate the sentence score.
Sentence score= Number of words/Number of words  in maximum length sentence
v Step 5: Rank the sentences and highest ranking sentences as summary
2.3 Auto Summarizer for Kannada [3] [4] [6]: Some of the methods are used for Kannada text summarization
are sentence weight score [3], tf-idf weighting scheme [4], template based abstractive summary method [5] etc.
Sentence weight score- This system uses adjectives, adverbs and nouns as key terms.
Algorithm for Sentence Weighting [3]:

v’ Step 1: Split the text into sentences and words.

v Step 2: Calculate the position score of each sentences. The first sentences in each document got highest
score.

v Step 3: Add additional score to numeric held sentences.

v Step 4: Assign score to the keywords

v Step 5: Calculate sentence score. Sentence score is the sum of words in the sentences.

v' Step 6: Assign feature weight to the sentences. Sum all the feature score and extract the important

sentences
The tf-idf method [4] gives the weight to the sentences and highest scoring sentences are extracted as
summary sentences. The abstraction methods [5] follow the Natural Language Generation Techniques. Kansum
[6] follow statististical based methods for summarization.
2.4 Bengali Language [6] [7] [8] [9]: Islam and Masum (2004) developed a summarizer for Bengali language
called ‘Bhasa’. The sentences are scored on the basis of matching between query vector and sentence vector.
Das and Bandyopadhyay (2010) developed a Bengali opinion text summarizer based on sentiment analysis of
the text. Kamal Sarkar (2012) proposed a model based on tf-idf score, sentence length and position score.
Algorithm:
v/ Step 1: Segment the text into words and sentences
v' Step 2: Calculate the value of thematic terms using tf-idf score.
v Step 3: Calculate the position score (1/position of sentence).
v Step 4: Calculate the length of sentences.
v Step 5: Calculate the total score and extract the highest scoring sentences in proper order.
2.5 Auto Summarizer for Tamil [10]: M. Banu, C. Karthika, P. Sudarmani and T. V. Geetha, proposed an
abstractive based summarization system based on semantic graph method. Kumar and Devi (2011) proposed
Tamil language summarization system for scoring of sentences in summary using graph theoretic scoring
technique. This system uses statistics of frequency of words and a term positional and weight-age calculation by
string pattern for scoring of sentences.
Algorithm (Graph Theoretic Method):

v Step 1: Split the text into words and sentences.

v/ Step 2: Construct graph and represents each vertex as sentences and edges shows the occurrence of
words in the sentences.
Step 3: Calculate the total number of words.
Step 4: Find the affinity weight (aw) of word

Aw=document frequency of a word/total words.

v/ Step 5: Calculate the sentence weight. It is the sum of affinity weight.

v/ Step 6: Calculate the Levenshtein similarity weight. It is difference between maximum length of two
sentences and Levenshtein distance (LD) of two sentences then it is divided by maximum length of two
sentences. Levenshtein distance is the distance between two words.

v Step 7: Calculate the vertex weight.

v Step 8: Rank the sentences on the basis of similarity weight and vertex weight.

M. K. Keyan and K.G. Srinivasagan, (2012) [21] proposed a model based on vector space model and

Neural Networks. The method is suitable for multi documents and it does summarize the news articles in
English and Hindi. Vector space model is used for rank the single document and it is the input to the multi
document. Neural network extract the significant sentences.
2.6 Auto Summarizer for Hindi [16] [18] [19]: The authors proposed a statistical, linguistics and heuristics
method is used for summarization. Chetan Thaokar and Latesh Malik [18] an extractive approach to genetic
algorithms for ranking the sentence. K Vimal Kumar and Divakar Yadav [19] proposed an extractive approach
to summaries the text here scores of the sentence is calculated based on occurrence of word in the sentences.
2.7 Auto Summarizer for Malayalam [13] [14]:
Algorithm [13]:

v Step 1: Split the text into words and sentences

v Step 2: Calculate the position score of sentences.

v
v
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v Step 3: Calculate length of score of each sentence.
v’ Step 4: Calculate term frequency of each word and find the weight of sentences.
v/ Step 5: A combination function is used to score the sentences and extract the high scored sentences.
Maximum Marginal Approach [14] is used to find the relevance of each term using a word Dictionary.
On the basis of relevance score high score sentences are selected as summary.
2.8 Auto Summarizer for Odia [10]:
Algorithm:
v' Step 1: Calculate the total number of terms within the text.
v Step 2: Calculate the weight of each term.
Weight of a term= frequency of a term/total number of terms
v’ Step 3: Calculate the weight of sentences
Weight of sentence=Sum of all the weighted term in a sentence/number of terms in the
sentence.
3. Advantages and Disadvantages of Indian Summarizers:

An abstractive summarization method requires heavy language processing tools. The tools in Natural
language processing are developing stage. So building this tool requires large memory space and heavy
machineries. At the same extractive based tools are easy to implement. The literature most of the works in
Indian languages are extractive based sentence ranking methods. These algorithms are mainly follows two steps
pre processing step and processing steps. The pre-processing step the unstructured text is converted into
structured. The stop words are eliminated and extract the content words. The processing steps extract the feature
of sentences and give feature score to the sentences. The highest ranking sentences are selected as summary.
The advantages and disadvantages are shown in Tablel:

Table 1: Advantages and disadvantages of methods

Languages Methods Advantages Disadvantages
Extraction-Sentence . Doesn’t consider the
Urdu Lo Easy to implement -
weighting scheme semantics of sentences
Simple weight learning Simple Less semantics
Panjabi Liguistics based More semantics Requires language
related resources
Feature weight algorithm Accurate Complex algorithm
Kannada TH-idf Keywords with similar sentences Less semantics
are extracted as summary
Vector space term Determine the thematic
- Extract query held sentences N
matching term is difficult.
Bengali Sentiment analysis More semantics Difficult to compute
Tf-idf, position, sentence L
Accurate Duplication in summary
length
Tamil Graph based Suitable for agglutinative Difficult to implement
languages
Hindi Extractlve—l__lngmstlcs Semantically related sentences leflcult_to compute and
theories domain dependant
Malayalam | Extractive and abstractive More semantics Abstra_ct_lve requires
training data
Odia W(.)rd gnd sentence Simple Less semantics
weighting algorithm

4. Comparison of Summarization Models in Various Indian Languages:

The methods used by the summarizers are extracting the important sentences and show the overall idea
about the topic. The Indian language summarizers are follows simple extractive methods. The implementation
of machine learning algorithms requires the trained data for summarization. The statistical and linguistic
methods increase the accuracy of the summarizer and extract the summary without the use of trained data. The
pre-process of text is done by linguistics theories and ranking is performs by statistical method increase
accuracy of summary. The statistical and algebraic method Latent Semantic analysis [16] extracts the
semantically similar sentences. It extract the semantically similar sentences on the basis of word co-occur in the
sentences. LSA based model is proposed in Kannada text summarization. The LSA based and graph based
method extract semantically similar sentences and it is suitable for Indian languages.

5. Conclusions:

This paper explains some of the algorithms used by the Indian language summarizers. Most of the
systems in earlier stages are followed the sentence scoring methods. These methods are domain independent and
it is suitable for all languages. The summarizers are not producing the complete summary about the document
but it give an idea about the document. Recently some systems follow the linguistics, statistical and heuristic
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techniques for summarization. It is very useful to the user because it consider the semantic of sentences extract
the relevant sentences as summary. It is efficient for single and multi document summarization.
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