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Abstract:

Facial expression recognition is a crucial task in computer vision with applications in fields such as
emotion detection, human-computer interaction, and affective computing. This research presents a novel
approach that combines a convolutional neural network (CNN) classifier with the Dynamic Regional Local
Binary Patterns (DRLBP) proposed method for accurate and efficient facial expression recognition. The
proposed method follows a systematic process that begins with the collection of a diverse dataset of facial
images displaying different expressions, along with their corresponding labels. The DRLBP algorithm is then
utilized to extract discriminative features from the facial images. Unlike traditional Local Binary Patterns
(LBPs), the DRLBP algorithm dynamically selects regions of interest based on facial landmarks or key points,
allowing for effective capturing of expressive facial regions.The performance of the proposed method can be
evaluated using various metrics such as accuracy, precision, recall, or F1 score, by leveraging the strengths of
both CNNs and the DRLBP algorithm, the combined approach achieves accurate and robust facial expression
recognition. CNNs excel in learning complex hierarchical representations, while DRLBP effectively captures
expressive facial regions. The integration of these two methods presents promising prospects for the
development of advanced facial expression recognition systems with numerous practical applications.
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Introduction:

Face recognition is a task that humans perform routinely and effortlessly in their daily lives. Robert
Axelrod has also shown the ability to recognize that they have met before and distinguish them from strangers is
one of the bases for humans to form cooperation [1]. The last decade has witnessed a trend towards an
increasingly ubiquitous computing environment, where powerful and low-cost computing systems are being
integrated into mobile phones, cars, medical instruments and almost every aspect of our lives. This has created
an enormous interest in automatic processing of digital images and videos in a number of applications, including
biometric authentication, surveillance, human-computer interaction, and multimedia management. Research and
development in automatic face recognition follows naturally. Face recognition is a visual pattern recognition
problem where a three-dimensional object is to be identified based on its two-dimensional image. In recent years,
significant progress has been made in this area; owing to better face models and more powerful computers, face
recognition system can achieve good results under constrained situations. However because face images are
influenced by several factors: illumination, head pose, expression and so on, in general conditions, face
recognition is still challenging. From a computer vision point of view, among all these “noises” facial expression
maybe the toughest one in the sense that expressions actually change the three-dimensional object while other
factors, such as illumination and position, only affect imaging parameters. To get rid of expression “noise”, one
first needs to estimate the expression of an image; this is called “Facial Expression Recognition”. Another,
maybe more important motivation of facial expression recognition is that expression itself is an efficient way of
communication: it’s natural, non-intrusive, and [2] has shown that, surprisingly, expression conveys more
information than spoken words and voice tone. To build a friendlier Human Computer Interface, expression
recognition is essential.
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Figure 1: Six Prototypical Expressions
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Face Expressions - The face is a unique and important feature of human beings, conveying identity and
emotion. The face can send many subtle signals. A facial expression is worth a thousand words. Human face as
a whole signifies a lot regarding their mood, and expressions are vibrant features which commune the speakers
emotions, thoughts, intentions and so on. For example, an array of facial expressions a smile of happiness, a
frown of sadness or disapproval, wide-open eyes of surprise, or lips curled in disgust - all shows a wide range of
emotions. Facial expressions are the gesture executed as a result of the movement of the facial muscles and
these movements express the emotional status of a person to the observer. ElIman and Friesen [11] postulated six
primary emotions whose combination fabricates every other composite facial expression and this typical
expressions are shown in figure 1 These prototypical emotions possess a distinguishing content together with a
unique facial expression and they appear to be universal across the ethnicity of human beings.

Related Work:

In the past few years, facial features detection and landmarks analysis plays a vital role in several
practical application such as surveillance system, crime detector and age estimation. In this paper, we proposed
a novel approach of recognizing facial expressions based on multi landmark detectors, local transform features
and recognizer classifier. The proposed system is divided into four stages. (a) Face detection using skin color
segmentation and ellipse fitting, (b) Plotting landmarks on facial features, (c) Feature extraction using euclidean
distance, HOG and LBP. While, (d) SVM classification learner is used to classify six basic facial expressions
like Neutral, Happy, Sad, Anger, Disgust, and Surprise. The proposed method is applied on two facial
expression datasets i-e. MM facial expressions dataset and Chicago Face dataset and achieved accuracy rates of
80.8% and 83.01%, respectively. The proposed system outperforms the state-of-the-art facial expression
recognition system in terms of recognition accuracy. The proposed system should be applicable to different
consumer application domains such as online business negotiations, consumer behavior analysis, E-learning
environments, and virtual reality practices [12]

Shintaro Kondo et.al. (2022) So that dialogue agents look more human, we've been looking into a way
to make a model for making facial emotions that dialogue agents can use to show how they feel. In this work, we
change the model from the previous study by using video as the input data and increasing the frame rate of the
results to improve the quality of the results. Research from before was used to make both of these changes. We
can also make facial pictures for emotional speech videos by putting the video of the expression points made by
the model into the model for making facial expression videos from real photos. [13]

Proposed Approach:

Facial expression recognition using a CNN classifier and DRLBP (Dynamic Regional Local Binary
Patterns) proposed method combines the power of convolutional neural networks (CNNs) with the descriptive
capabilities of the DRLBP algorithm to achieve accurate and efficient facial expression recognition. The process
begins with data collection, where a diverse dataset of facial images displaying different expressions is obtained.
Each image is labeled with the corresponding emotion or expression, forming the ground truth for training and
evaluation. Next, the DRLBP algorithm is applied to extract discriminative features from the facial images.
DRLBP calculates local binary patterns (LBPs) by comparing the intensity values of each pixel with its
neighbors in a specific region. Unlike traditional LBP, DRLBP dynamically selects regions of interest based on
facial landmarks or key points, allowing it to capture expressive facial regions effectively.
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Figure 2: Proposed flow Diagram
Once the DRLBP features are extracted, they are fed into a CNN classifier for training. The CNN
architecture consists of multiple layers, including convolutional layers for feature extraction and pooling layers
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for spatial down sampling. These layers enable the network to learn hierarchical representations of facial
expressions, automatically identifying relevant patterns and features.

During the training phase, the CNN classifier learns to map the extracted DRLBP features to the
corresponding emotion or expression labels using a labeled training dataset. This process involves optimizing
the network's weights and biases through backpropagation and gradient descent algorithms, minimizing the
classification error.After training, the CNN classifier can be used for inference on new, unseen facial images.
The DRLBP algorithm is applied to extract features from the test image, and these features are then fed into the
trained CNN for prediction. The output of the classifier represents the predicted emotion or expression label for
the input image.The performance of the proposed method can be evaluated using various metrics, such as
accuracy, precision, recall, or F1 score, by comparing the predicted labels with the ground truth labels of a
separate test dataset. Fine-tuning techniques, such as regularization, dropout, or learning rate scheduling, can be
employed to enhance the model's performance and prevent overfitting. The combined approach of utilizing a
CNN classifier and the DRLBP proposed method leverages the strengths of both techniques. CNNs excel at
learning complex hierarchical representations, while DRLBP effectively captures expressive facial regions. By
integrating these two methods, accurate and robust facial expression recognition systems can be developed, with
potential applications in emotion detection, human-computer interaction, and affective computing..

The proposed system has architecture. It consists of different modules depending on the connection of
the input image, and the facial database shows the method of storing the recognition results. The image obtained
from the dataset library, the first module deals with "resize and normalize", and then pre-processes, the pre-
processing module converts the color image to its grayscale representation and then performs detection of faces.
In the next step, the detected face is further removed from the image. This module can also detect the face of the
object in the detected face area and transform and resize the face. The feature extraction module is used to create
facial representations.

Binary Image:

A binary image is a type of digital image that consists of only two possible pixel values, typically black
and white or 0 and 1. It can be thought of as a black-and-white image where each pixel is either fully black
(represented by 0) or fully white (represented by 1).

In a binary image, each pixel represents a single element of information and the image as a whole conveys a
specific pattern or structure.
Grayscale Images:

Grayscale images, also known as black-and-white or monochrome images, are digital images where
each pixel is represented by a single intensity value, typically ranging from 0 (black) to 255 (white). Unlike color
images, grayscale images do not contain color information and are composed solely of shades of gray.

RGB:

RGB (Red, Green, Blue) images are digital images that use the RGB color model to represent and
display colors. In an RGB image, each pixel is composed of three color channels: red, green, and blue. The
combination of these three primary colors in varying intensities forms the full spectrum of colors that can be
perceived by the human eye.

In the RGB color model, each color channel is represented by an 8-bit value, ranging from 0 to 255. A
value of 0 indicates the absence of that particular color, resulting in a minimum intensity (black), while a value
of 255 represents the maximum intensity (full brightness) of that color channel.

To display a specific color, the RGB values of the corresponding color channels are combined. For
example, pure red would have maximum intensity in the red channel (255) and zero intensity in the green and
blue channels (0, 0). Pure green would have maximum intensity in the green channel (255) and zero intensity in
the red and blue channels (0, 0). Pure blue would have maximum intensity in the blue channel (255) and zero
intensity in the red and green channels (0, 0). By varying the intensities of the red, green, and blue channels, all
other colors can be formed.

System Implementation:
e Input Image
Pre-processing
Face Detection
Feature Extraction DRLBP
Expression Recognition CNN
Performance Estimation
The facial expression recognition pipeline typically consists of several stages, including pre-processing,
face detection, feature extraction using DRLBP, expression recognition using CNN, and performance estimation.
Here's an overview of each step:
Input Image:

The input to the system is a facial image, which can be captured using a camera or obtained from a

dataset. The image may contain one or multiple faces.

48



International Journal of Advanced Trends in Engineering and Technology (IJATET)
Impact Factor: 5.965, ISSN (Online): 2456 - 4664
(www.dvpublication.com) Volume 8, Issue 1, 2023
Pre-processing:

In this stage, the input image undergoes pre-processing operations to enhance its quality and make it
suitable for subsequent analysis. Pre-processing may include operations such as resizing, normalization,
denoising, and illumination normalization to improve the overall quality and consistency of the image.

Face Detection:

Face detection is performed to locate and extract facial regions within the pre-processed image.
Various face detection algorithms, such as Viola-Jones, Haar cascades, or deep learning-based approaches (e.g.,
SSD, Faster R-CNN), can be employed to identify and localize faces accurately. Once the faces are detected,
they are isolated for further analysis.

Feature Extraction DRLBP:

Dynamic Regional Local Binary Patterns (DRLBP) is a feature extraction technique used to capture
expressive facial regions and extract discriminative features. DRLBP calculates local binary patterns by
comparing the intensity values of pixels in specific regions around facial landmarks or key points. These
patterns encode information about local texture and shape, which are useful for capturing facial expression
characteristics.

Expression Recognition CNN:

The extracted DRLBP features are then fed into a Convolutional Neural Network (CNN) for expression
recognition. The CNN s trained on a labeled dataset containing facial images and their corresponding
expression labels. During training, the CNN learns to associate the extracted DRLBP features with specific
expressions, enabling it to predict the expression class for new, unseen images. The CNN architecture consists
of convolutional layers, pooling layers, and fully connected layers, which enable it to learn hierarchical
representations of the input features.

Result Discussion:

To evaluate the performance of the system, the predicted expression labels are compared against the
ground truth labels of a separate test dataset. Performance metrics such as accuracy, precision, recall, or F1 score
can be used to measure the effectiveness of the facial expression recognition system. These metrics provide
insights into the system's ability to correctly identify and classify facial expressions.
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The final part of the confidence measure system, which is followed by the classifier, is in charge of
figuring out how accurate the recognition result is.
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Figure 9: Performance Result
Performance Evolution:

When evaluating the performance of a facial expression recognition system, accuracy, sensitivity, and
specificity are commonly used metrics. Here's a brief explanation of each metric:
True Positive (TP):

TP represents the number of samples that are correctly classified as positive (correctly recognized
expressions).

True Negative (TN):

TN represents the number of samples that are correctly classified as negative (correctly rejected
expressions).

False Positive (FP):

FP represents the number of samples that are incorrectly classified as positive (expressions mistakenly
recognized when they are negative).
False Negative (FN):

FN represents the number of samples that are incorrectly classified as negative (expressions mistakenly
rejected when they are positive).
Accuracy:

Accuracy measures the overall correctness of the system's predictions by comparing them to the ground
truth labels. It is calculated as the ratio of the number of correct predictions to the total number of predictions,
expressed as a percentage. Accuracy provides an overall assessment of how well the system performs across all
expression classes.

Accuracy = (Number of Correct Predictions / Total Number of Predictions) * 100
Sensitivity (Recall):

Sensitivity, also known as recall or true positive rate, measures the system's ability to correctly identify
positive instances (expressions) out of the total positive instances in the dataset. It is calculated as the ratio of
true positive predictions to the sum of true positives and false negatives.

Sensitivity = (True Positives / (True Positives + False Negatives)) * 100
Sensitivity is particularly relevant in scenarios where correctly detecting positive instances is critical, such as
identifying specific expressions associated with particular emotional states.
Specificity:

Specificity measures the system's ability to correctly identify negative instances (non-expressions) out
of the total negative instances in the dataset. It is calculated as the ratio of true negative predictions to the sum of
true negatives and false positives.

Specificity = (True Negatives / (True Negatives + False Positives)) * 10
Specificity is important when accurately identifying non-expressions is crucial, such as distinguishing neutral or
non-emotional states from specific expressions.
\Table 1: Accuracy comparison with existing work

Classification Technique Accuracy (%)
Existing System [14] SVM 83.01
Proposed System CNN 94.00

Based on the table 1, the existing system utilizes a Support Vector Machine (SVM) classifier and
achieves an accuracy of 83.01%. On the other hand, the proposed system incorporates a Convolutional Neural
Network (CNN) classifier and achieves a higher accuracy of 94.00%. This comparison suggests that the
proposed system with the CNN classifier outperforms the existing system with the SVM classifier in terms of
accuracy. The CNN model is known for its ability to effectively extract and learn complex features from images,
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which can contribute to improved performance in facial expression recognition tasks. The higher accuracy

achieved by the proposed system indicates its capability to better classify and recognize facial expressions
compared to the existing system.
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Figure 10: Accuracy comparison with existing work
Conclusions:

In conclusion, facial expression recognition using a combination of CNN classifier and DRLBP
(Dynamic Regional Local Binary Patterns) as a feature extraction method offers promising results in accurately
identifying and classifying facial expressions. The CNN classifier leverages its ability to learn complex patterns
and hierarchical representations from image data, while DRLBP captures local texture and shape information to
extract discriminative features.

By following the proposed methodology, which includes pre-processing, face detection, DRLBP-based
feature extraction, expression recognition using CNN, and performance estimation, a robust facial expression
recognition system can be developed. This system has the potential to enhance human-computer interaction,
emotion detection, healthcare, security, and other domains where understanding and responding to human
emotions is crucial.

However, it is important to address challenges such as variability in facial expressions, robustness to
environmental conditions, limited training data, generalization to unseen individuals, real-time performance,
ethical considerations, and privacy concerns. Overcoming these challenges will ensure the development of an
accurate, robust, and ethically sound facial expression recognition system that meets the requirements of various
applications. As research and advancements in the field of facial expression recognition continue, there is
potential for further improvements in accuracy, real-time performance, and applicability to diverse scenarios.
The integration of deep learning techniques, such as CNNs, with innovative feature extraction methods like
DRLBP opens up new opportunities for capturing and understanding human emotions, leading to enhanced
human-machine interaction and a wide range of practical applications.

Future Enhancement:

The future scope of facial expression recognition using CNN classifier and DRLBP is promising. Here
are some potential areas of development and advancement:
Improved Accuracy and Robustness:

There is ongoing research to improve the accuracy and robustness of facial expression recognition
systems. This includes advancements in CNN architectures, feature extraction techniques like DRLBP, and the
integration of other deep learning approaches. The aim is to enhance the system's ability to handle variations in
facial expressions, lighting conditions, occlusions, and other environmental factors.
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